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In 1997, Lutzoni pointed out two main caveats of a method (referred to here as RKB3) proposed by Rodrigo et al. (1993) to determine whether trees derived from different data sets are sample estimates of a parametric phylogenetic tree. The first problem was the high and undetermined number of bootstrap replicates necessary to implement correctly the second part of the RKB3 method. The second problem was the difficulty of handling the huge bootstrap tree files for the tree-to-tree comparisons needed. This second problem was most acute when analyzing data sets with differential (low versus high) resolving power. The term “resolving power” refers here to the relative number of equally most-parsimonious trees associated with a given data set.

Rodrigo (1998) acknowledged part of the first problem and proposed, using an adapted mark–capture–recapture approach, to estimate the number of bootstrap replicates necessary to adequately sample 95% of the unique trees in the “confidence envelope” surrounding the optimal tree(s). To avoid the prohibitive amount of time needed to phylogenetically analyze the extremely high number of bootstrapped data sets (e.g., > 1,000,000) that would be needed in many cases, Rodrigo (1998) proposed using distance-based methods (e.g., neighbor-joining) instead of maximum parsimony. In this reply to Rodrigo (1998), we demonstrate that estimates of the appropriate number of bootstrap replicates (b),
using Rodrigo’s (1998) approach, can be extremely high for a given pair of data sets, incurring a significant computational load. Furthermore, these estimates of $b$ are sensitive to the model of evolution used and to the resolving power of the data sets compared. We also show that the workaround solution of Rodrigo (1998) using neighbor-joining is unjustified for theoretical and practical reasons, especially when there seem to be more viable alternatives.

The Original RKB3 Method

The RKB3 method proposed by Rodrigo et al. (1993) consisted of a series of three tests, the last two each being contingent on the result of the previous test. The first test of the RKB3 method addresses whether the best trees from two data sets are more similar than pairs of random trees sampled from the universe of all possible bifurcating unrooted trees for a given number of OTUs. Only if the observed symmetric-difference is significantly smaller than expected by chance is it logical to proceed to the second test of the RKB3 method.

The second test of the original RKB3 method was designed to determine if the “confidence envelope” (as used by Rodrigo, 1998) associated with trees derived from the two original data sets were overlapping. Rodrigo et al. (1993) proposed using bootstrap resampling to generate trees for this “confidence envelope.” If no trees were common to both bootstrap tree profiles, then the null hypothesis—that trees derived from the original data sets are estimates of the same true tree—is rejected and there is no need to proceed to the third test of the RKB3 method. If at least one topology is shared by the two bootstrap tree files, the null hypothesis is not rejected and the third test can be implemented. Rodrigo (1998) used the term “bootstrap profile” interchangeably with “confidence envelope.” We believe that the former term is much more appropriate. Estimating confidence limits on entire topologies is complex, and which criterion should be used to delimit confidence sets is not yet resolved (Sanderson, 1989; Sanderson and Donoghue, 1989; Felsenstein and Kishino, 1993; Hillis and Bull, 1993). For this reason, we do not use “confidence envelope” in this paper when referring to this specific part of the RKB3 method.

The null hypothesis of the third test of the RKB3 method is that the observed symmetric-difference between trees derived from the two different data sets is not different from symmetric-differences expected when comparing trees obtained from two data sets known to sample the same phylogenetic history. The null distribution of this third test, which consists of symmetric-differences between trees derived from two bootstrap data sets resampled from the same original data set, produces two null distributions, one for each of the two data sets. If the observed symmetric-difference is $> 95\%$ of the symmetric-differences among trees within the two bootstrap profiles, the null hypothesis is rejected. In such a case, Rodrigo et al. (1993) suggested going back to the original data set to identify the OTU(s) causing the conflict, and to remove them one by one from the two data sets, reimplementing the three tests after each exclusion. This procedure is repeated until the null hypothesis is not rejected. Once this was achieved, Rodrigo et al. (1993) recommended that trees derived from the two series of bootstrapped data sets be summarized by using least-squares consensus rather than combining the data sets and performing a new search.

First Modification of the RKB3 Method

In 1995, Lutzoni and Vilgalys performed an empirical comparison of three methods that had been proposed by Bull et al. (1993) as potentially useful in assessing whether different data sets are samples of the same phylogenetic history or not (i.e., homogeneous vs. heterogeneous data sets). The three tests compared were the RKB3 method by Rodrigo et al. (1993), an adapted version of Faith’s (1991) T-PTP test, and Kishino and Hasegawa’s (1989) likelihood test. At the time when Lutzoni and Vilgalys (1995) compared these methods, they had never been specifically used as tests of homogeneity within the paradigm of conditional data combination (Bull et al., 1993), and some changes in procedure were required. For the RKB3 procedure, Lutzoni
and Vilgalys (1995) suggested implementing a new search on the combined data sets when the hypothesis of a shared parametric tree could not be rejected, rather than summarizing trees from individual data sets via a consensus method (as suggested in Rodrigo et al., 1993). This decision was based on results suggesting that, when presented with individual data sets that do not have significantly different phylogenetic signals, reimplementing a phylogenetic search on these data sets pooled together is more likely to converge on the correct tree than is analyzing data sets separately and combining the resulting trees by using a consensus method (Miyamoto, 1985; Kluge, 1989; Barrett et al., 1991; Bull et al., 1993).

To some extent, we agree with Rodrigo (1998) that “pooling different data types can easily present problems.” This will always be true for inherently incombinable data types, such as DNA hybridization distances and discrete character data. However, when data sets are combinable in a single analysis, we recommend that they be analyzed together, provided the data sets are found to be homogeneous. Within a parsimony framework, programs such as PAUP* 4.0 (Swofford, 1998) offer significant flexibility to the user, accommodating heterogeneity in the properties of different data sets through character and character-state weighting schemes for as many different partitions of the combined data set as the user wants to recognize. Likewise, simultaneous maximum likelihood analysis of nucleotide sequence data with mixed models of sequence evolution (Yang, 1996) has been implemented, although the available search algorithms are inefficient (Yang, 1998). This situation is likely to improve as more researchers seek to increase the sophistication of their phylogenetic analyses.

**NUMBER OF BOOTSTRAP REPLICATES AND NEIGHBOR-JOINING**

**Number of Bootstrap Replicates Needed for the Second Part of the RKB3 Method**

In addition to proposing a modification to the RKB3 protocol to combine data sets when they are found to be homogeneous, rather than combining the derived phylogenetic trees, Lutzoni and Vilgalys (1995) pointed out a problem associated with the second test of RKB3. They found that, when dealing with small numbers of replicates, the number of shared trees depends on the number of bootstrap replicates. Therefore, they suggested that simulation studies were needed to explore the “bias” of Rodrigo’s method associated with the number of bootstrap replicates. We agree with Rodrigo (1998) that use of the term “bias” by Lutzoni (1997; Lutzoni and Vilgalys, 1995) to qualify the second part of the RKB3 method was inappropriate, because the number of resampling replicates was the issue. The reason Lutzoni (1997) used this qualifier was that when the RKB3 method was first introduced, Rodrigo et al. (1993) rejected the null hypothesis that bootstrap profiles derived from their two exemplar data sets were overlapping. Their decision was based on only 100 bootstrap replicates and was followed by removing taxa from their data sets without ever addressing the possibility that the rejection of the null hypothesis could be attributable to the low number of bootstrap replicates used.

In 1997, Lutzoni was confronted with a special case associated with the number of bootstrap replicates used in the second test of the RKB3 protocol. This involved the comparison of one data set with high resolving power and one with low resolving power. As demonstrated in Table 4 of Lutzoni (1997), this kind of case required by far the highest number of bootstrap replicates to determine whether two bootstrap profiles overlap or not. This is because the bootstrap profile for the tree(s) derived from the data set with high resolving power will be very small compared with the bootstrap profile associated with the data set with low resolving power. The degree of overlap between the two bootstrap profiles will be determined mostly by the smaller of the two profiles, the size of which is expected to be only a minute fraction of the larger bootstrap profile. The probability that the trees from the small bootstrap profile will be recovered by any single bootstrap replicate from the large
bootstrap profile is minute and decreases as the number of OTUs or the disparity in resolving power between the two data sets increases. The essential problem is that the probability of a type I error occurring in part two of the RKB3 method is dependent on the number of bootstrap replicates used. The number of replicates (or time needed to do them) required to reduce this error to an acceptable level can be prohibitively high (or long). Moreover, the tree files containing bootstrap profiles for data sets with low resolving power are too large and difficult to handle on most computers.

Estimating Profile Size: A Potential Solution to the Prohibitively High Number of Bootstrap Replicates Needed for the Second Part of the RKB3 Method?

Rodrigo (1998) suggested a potential solution for the difficulty encountered by Lutzoni (1997). Specifically, he suggested estimation of the size of bootstrap profiles via a resampling technique. This procedure would place an upper limit on the number of bootstrap replicates required to achieve a given degree of certainty. As an example, he estimated the minimum number of bootstrap replicates necessary to sample 95% of the unique trees in the bootstrap profile (a measure of the type I error of the test) of one of the data sets published by Lutzoni (1997). Unfortunately, he used the full “pruned” 25S nrDNA data set of Lutzoni (1997), which had the highest resolving power and therefore the smallest bootstrap profile (thus requiring a smaller number of replicates to achieve an acceptable type I error rate). Even when Rodrigo (1998) used the “ideal” case, involving a data set with high resolving power and a relatively small bootstrap profile, he concluded that >1,350,000 bootstrap replicates \( b \) would be needed to guarantee sampling 95% of the unique trees in the profile for this data set of 30 species. As acknowledged by Rodrigo (1998), generation of this many bootstrap replicates would be prohibitively costly in terms of the computer time required, especially with processor-intensive techniques such as maximum likelihood. As a potential workaround to this problem, Rodrigo (1998) suggested the use of distance-based tree reconstruction methods, such as neighbor-joining.

Using neighbor-joining with the F81 model (Felsenstein, 1981), as Rodrigo (1998) did, we reestimated the number of bootstrap replicates necessary for this specific case (see the H subsection of the F81 section of Table 1). Our best estimate of \( b \) was \( 7.3684 \times 10^5 \), a value much smaller than the \( 1.35 \times 10^6 \) of Rodrigo (1998). We do not know the reason for this large difference between Rodrigo’s (1998) and our estimates of \( b \) for the H case. Nevertheless, what we want to demonstrate here is that \( b \) will change greatly depending on which evolutionary model is chosen and the resolving power of the data sets compared. For example, using the more general HKY85 model (Hasegawa et al., 1985) with heterogeneous rates across sites following a gamma distribution (see the H subsection of the HKY85 + \( \Gamma \) section of Table 1) requires a much larger number of bootstrap replicates \( (b = 2.4954 \times 10^7 \) replicates, compared with \( 7.3684 \times 10^5 \) by the F81 model for the same H comparison). This effect is less pronounced for the low-resolution data (Table 1). From the empirical evidence (results not shown), we expect that \( b \) is also sensitive to the optimization criterion and branch-swapping algorithm used. Therefore, it is important to be aware that estimates of the number of bootstrap replicates required to sample 95% of all unique trees need to be evaluated for different types of optimization criteria, branch-swapping algorithms, and evolutionary models. These three factors are part of the complexity associated with establishing a valid criterion to delimit confidence sets around optimal topologies.

As mentioned earlier, the example used by Rodrigo (1998) was based on a case where both data sets had a relatively high resolving power (H, Table 1). The comments by Lutzoni on the RKB3 method in his 1997 paper addressed a specific case in which one of the two data sets had a relatively low resolving power compared with the other (Table 2). Tables 1 and 2 demonstrate, for the same “pruned” 25S nrDNA data set, and using neighbor-joining with the F81 model, how the resolving power of data sets influences
<table>
<thead>
<tr>
<th>Comparison</th>
<th>No. of bootstrap replicates</th>
<th>No. of condensed trees in the first bootstrap set (m_1)</th>
<th>No. of condensed trees in the second bootstrap set (m_2)</th>
<th>No. of unique overlapping trees (r)</th>
<th>Estimated no. of unique trees in bootstrap profile (N)</th>
<th>Estimated no. of bootstrap replicates needed (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>H</strong></td>
<td>500</td>
<td>498</td>
<td>498</td>
<td>3</td>
<td>(8.2668 \times 10^4)</td>
<td>(2.4864 \times 10^5)</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>994</td>
<td>992</td>
<td>9</td>
<td>(1.0956 \times 10^5)</td>
<td>(3.3053 \times 10^5)</td>
</tr>
<tr>
<td></td>
<td>2,000</td>
<td>1,979</td>
<td>1,986</td>
<td>25</td>
<td>(1.5721 \times 10^5)</td>
<td>(4.7512 \times 10^5)</td>
</tr>
<tr>
<td></td>
<td>3,000</td>
<td>2,969</td>
<td>2,970</td>
<td>57</td>
<td>(1.5470 \times 10^5)</td>
<td>(4.6820 \times 10^5)</td>
</tr>
<tr>
<td></td>
<td>4,000</td>
<td>3,937</td>
<td>3,933</td>
<td>90</td>
<td>(1.7205 \times 10^5)</td>
<td>(5.2392 \times 10^5)</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>9,628</td>
<td>9,705</td>
<td>393</td>
<td>(2.3776 \times 10^5)</td>
<td>(7.3684 \times 10^5)</td>
</tr>
<tr>
<td><strong>L</strong></td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>1,000</td>
<td>1,000</td>
<td>1,000</td>
<td>1</td>
<td>(1.0000 \times 10^6)</td>
<td>(2.9957 \times 10^6)</td>
</tr>
<tr>
<td></td>
<td>2,000</td>
<td>2,000</td>
<td>2,000</td>
<td>1</td>
<td>(4.0000 \times 10^6)</td>
<td>(1.1983 \times 10^7)</td>
</tr>
<tr>
<td></td>
<td>3,000</td>
<td>3,000</td>
<td>2,999</td>
<td>4</td>
<td>(2.2493 \times 10^6)</td>
<td>(6.7393 \times 10^6)</td>
</tr>
<tr>
<td></td>
<td>4,000</td>
<td>3,997</td>
<td>3,996</td>
<td>4</td>
<td>(3.9930 \times 10^6)</td>
<td>(1.1972 \times 10^7)</td>
</tr>
<tr>
<td></td>
<td>10,000</td>
<td>9,987</td>
<td>9,993</td>
<td>24</td>
<td>(4.1583 \times 10^6)</td>
<td>(1.2470 \times 10^7)</td>
</tr>
<tr>
<td></td>
<td>100,000</td>
<td>98,801</td>
<td>98,932</td>
<td>1,829</td>
<td>(5.3442 \times 10^6)</td>
<td>(1.6193 \times 10^7)</td>
</tr>
</tbody>
</table>

**Table 1.** Estimated number of unique trees in bootstrap profiles \(N\) and estimated number of bootstrap replicates needed to sample 95% of the trees that are part of the bootstrap profile \(b\) associated with analyses under different evolutionary models, and data sets with different resolving power, using the adapted mark–capture–recapture approach presented by Rodrigo (1998). All estimates were obtained by using Lutzoni’s (1997) pruned 25S nrDNA data set.

\[\text{Estimated no. of bootstrap replicates needed} = \left( \frac{N}{b} \right) \]

*\(H\) = complete data set (1,264 sites), with high resolving power.  
*\(L\) = half of the data set, with low resolving power.

the number of bootstrap replicates needed to detect overlapping trees. When comparing data sets with high resolving power (in this case, replicates of the same data set \(H\) in Table 1), overlapping trees were found with only 500 bootstrap replicates, and the estimated number of replicates required for 95% sampling of the bootstrap profile of the data set was \(7.3684 \times 10^5\). When comparing data sets with low resolving power (in this case, replicates of the same data set \(L\) in Table 1), 1,000 bootstrap replicates were needed to find overlapping trees, and the estimated number of replicates required for
95% sampling of the bootstrap profile of the data set was $1.6193 \times 10^7$. However, when comparing the data set with low resolving power and that with high resolving power, 10,000 bootstrap replicates were needed to detect overlapping trees (Table 2). The difference between the estimates of $b$ for H ($2.4954 \times 10^7$) and L ($3.4772 \times 10^7$) was less pronounced when using the HKY85 model with heterogeneous rates across sites following a gamma distribution (Table 1), although 100,000 replicates were required to find overlap between profiles from data sets with high and low resolving power (Table 2).

If we accept that the number of bootstrap replicates required for sampling 95% of the bootstrap profile $b$ is sensitive to the phylogenetic optimization criterion, the branch-swapping algorithm, and the assumptions of the evolutionary model used, the question then becomes: Which optimization criterion and evolutionary model should be used to evaluate whether two data sets are sampling the same parametric tree? We think it most logical that the same optimization criterion, branch-swapping algorithm, and evolutionary model judged most appropriate for the phylogenetic analysis of the original data should also be used to explore the bootstrap profile associated with the best trees. In this context, the suggestion by Rodrigo (1998) to use neighbor-joining to accelerate the implementation of the second part of the RKB3 method is very disconcerting, because this would also dictate which optimization criterion and evolutionary model systematists should use for the phylogenetic analysis of their original data.

Progress in DNA sequencing technology is resulting in rapid increases in the size of molecular data matrices. As shown here, the number of bootstrap replicates needed to compare two data sets—one with low and the other with high resolving power—is al-
ready impracticable for only 30 taxa (Table 1). How many bootstrap replicates will be required to properly implement the second part of the RKB3 method in the same circumstance but for >60 taxa? In defense of the high number of bootstrap replicates that are likely to be needed to sample 95% of all unique trees, Rodrigo (1998) proposed an incremental procedure in which (1) both bootstrap profiles are generated with initially small numbers of bootstrap replicates, (2) the tree files are compared, and (3) if there is no overlap, they are incremented with more replicates until either an overlap is detected or the predetermined number of replicates is reached. This approach is the most efficient way to implement the second part of the RKB3 method. In Table 2—a “best case” scenario, in which the data set with low resolving power is a formal subset of that with high resolving power—only $3.30 \times 10^{-3}$% of the total number of bootstrap replicates required for sampling 95% of the trees in the two profiles (calculated from Table 1) was needed to find an overlap. This result agrees with the intuition expressed by Rodrigo (1998), regarding the probability that a much lower number of replicates than that required for 95% confidence may suffice to discover overlap between profiles. However, this is likely to be true only when two data sets share an underlying parametric tree. When data sets are samples of different phylogenetic histories, it will be necessary to generate and compare all of the replicates required to sample 95% of the bootstrap profiles in order to reject the null hypothesis of homogeneity with a reasonable error rate.

Even if using a distance tree-generation technique were an acceptable alternative method for producing bootstrap profile trees, we found that the time required for the calculation of symmetric-differences among trees within a profile (for the purpose of finding the unique trees), and between profiles (for the purpose of finding overlap), was fairly significant for the 100,000 bootstrap replicates case (~1.5 h on a Macintosh G3). Because this calculation burden will increase as $0.5(n^2 - n)$, where $n$ = the number of trees compared, the time required for tree comparisons should quickly overtake the time required for the bootstrap tree searches as the most computationally intensive portion of the test.

We do agree with Rodrigo (1998; Rodrigo et al., 1993) that doing something like part 2 of the RKB3 method is important. It was designed to prevent accepting the null hypothesis—that the observed symmetric-difference is not significantly different from what is expected when two data sets are known to be samples of the same phylogenetic history—when two bootstrap profiles do not overlap (see Rodrigo, 1998: Figs. 1 and 2). It seems to us there is a more sensible way to determine whether a given set of trees is part of the “confidence envelope” associated with the optimal tree(s) derived from another data set. This can perhaps be tested using the Kishino and Hasegawa (1989) maximum likelihood test, the Templeton (1983) test using maximum parsimony, or an improved version of these tests (N. Goldman, pers. comm.). If at least one of the trees that is not significantly different from the optimal tree(s) from the data set with the highest resolving power also is found to be not significantly worse than one of the optimal tree(s) from a different data set, this means that the variance associated with each data set is overlapping. Both tests can be quickly implemented in PAUP* 4.0 (Swofford, 1998) and do not require producing the huge tree files that will often be required by the second test of the RKB3 protocol.

We hope that in this paper we have demonstrated that Lutzoni had already, as early as 1995, suggested that inadequate bootstrap sampling was a problem with the second part of the RKB3 method, and that the proposed modification by Rodrigo (1998) is still not a valid solution to this problem. Too much variation is associated with the estimate of $b$. Even with neighbor-joining, it is unrealistic to implement part 2 of the RKB3 method for data sets with a high number of OTUs, that have different levels of resolution, or that are heterogeneous. Although we agree that skipping the second test is not an ideal solution, when one of the two data sets compared has low resolving power and generates low bootstrap val-
ues, we believe that the computational costs associated with executing the test properly far outweigh the benefits, especially when potentially better alternatives, such as those suggested here, exist. Our work in progress aims to propose a more general combinability testing approach that will not be so likely to fail when dealing with different degrees of resolution or homoplasy intrinsic to different data sets.
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